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Web archives for data collection: An ethics case study
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ABSTRACT
Background: Web archives offer researchers a promising 
source for large-scale longitudinal data collection; however, 
their complex social and technical infrastructures create an 
array of ethical concerns. In addition, there is a notable lack 
of guidance available for researchers hoping to conduct0 ethi-
cal research using web archives.
Methods: We present an ethical decision-making case study 
based on an ongoing research project using the Internet 
Archive’s Wayback Machine to study faculty appointments 
and mobility at Historically Black Colleges and Universities 
(HBCUs).
Results: This paper contributes to information ethics discourse 
by expanding on the Association of Internet Researchers’ 
recommendations for ethical decision-making, and mapping 
ethical considerations for each stage of the project within 
existing conceptual frameworks for research using web 
archives.
Conclusions: By utilizing internet research guidance and web 
archive research frameworks in a case study approach, we 
hope to aid future researchers conducting internet research 
of a similar nature by serving as a useful reference.
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1. Introduction

Big data and rapidly emerging Internet-based technologies have created 
a complex socio-technical environment that presents a unique ethical 
challenge for researchers. The development of new ways of finding, 
accessing, aggregating, and analyzing information about people far out-
paces the creation of guidelines and best practice policies for using this 
data. New types of data, the growing availability of personally identifiable 
information (PII), and the ease with which this data can be accessed 
exaggerate the resulting policy gap. In turn, path-setting through ethical 
decision-making becomes a herculean effort (Carusi and Jirotka 2009). 
For researchers, this introduces a variety of concerns in the way risks are 
mitigated for study populations, especially when their data is Internet- 
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based and publicly accessible. The public vs. private nature of online data 
is a core issue in research ethics, and there is ongoing discourse on where 
Internet-based research overlaps with human subjects research. Internet- 
based research creates risks surrounding the privacy of individuals and 
unintended consequences for the use of PII (Zimmer 2010). However, few 
comprehensive guidelines exist for how researchers can ethically interact 
with online data.

In 2019, the Association of Internet Researchers (AIR) approved and 
released their Internet Research: Ethical Guidelines 3.0 document (IRE 3.0). 
This living document outlines ways to ethically orient a research project and 
guides the various considerations a scholar should address at each stage of 
research. The AIR makes clear that the ambiguity of Internet research and 
the wide range of ethical decision-making procedures, ideologies, and cul-
tural lenses through which data can be understood means that readers must 
consider documents such as these to be “guidelines, not recipes’’ (Franzke 
et al. 2020). These guidelines advocate for a pluralistic approach to ethical 
decision-making where each research question invites its own diverse set of 
social, legal, technical, or other particularities that may be resolved through 
dialogic reflection and contextually aware judgment calls. Dialogical 
approaches to ethical decision-making such as the dual use of ethics in 
research as both a methodological resource and a topic of study itself have 
been advocated for and described as “ethics in action” (Mondada 2014). In 
this vein, many researchers have made great efforts to thoroughly describe 
their ethical decision-making using case studies that may serve as references 
for others conducting similar work (see Lomborg 2013; Ogden and Maemura 
2021; Tiidenberg 2018).

The case study approach is a useful resource for researchers when navigat-
ing projects with new and complex sources of data. Web archives are one 
such source of complexity as they contain vast quantities of diverse data. 
Sources like these, which are gaining popularity in research, complicate the 
development of standard guidelines. Web archives introduce particularly 
idiosyncratic ethical concerns, as they are an attractive source for collecting 
historical online data about people, places, things, and events in a technically 
complex information access venue. Maemura (2018) distills issues in con-
ducting web archive research down to three common challenges; namely, 
how to select and organize data from web archives, how to approach critical 
examination of sources in web archives, and how to approach ethics and 
consent. All of these issues are further confounded by infrastructural imbal-
ances within archives created by the inherent socio-political power dynamics 
between the Internet and society (Maemura 2023).

Web archival collections attempt to capture and preserve the fluidity and 
evolution of the Internet through facsimile-style reproductions of the live 
web. However, the immense scale and dynamic nature of the Internet means 
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that it is impossible to collect and preserve it in its entirety. Hegarty (2022) 
describes web archives as a “sliver of a sliver of the Internet.” By this, Hegarty 
means archives like the Internet Archive aim to be representative in their 
collections, rather than exhaustive. The precise socio-technical processes 
behind the development of archive infrastructure are a “black box” to 
users, which means research using data that is a byproduct of these unknown 
processes risks the reaffirmation of biases that may already exist in online 
sources (Milligan 2016). Web archive collections are often made up of snap-
shots of the live web, collected by crawls, appraised with human and com-
puter-mediated methods, stratified by numerous levels of governance, and 
wrought with missing, incorrect, and de- or re-contextualized information 
(Summers and Punzalan 2017). Put simply, web archives are “actively created 
and subjectively reconstructed” (Brügger 2011). Ultimately, using web 
archives as a source for research data collection, especially when the collected 
data is about people, compounds the already present ethical issues of internet 
research.

Following the dialogical precedent set by previous scholars and in align-
ment with the concepts laid out in IRE 3.0, we present a case study of ethical 
considerations and decision-making in an ongoing research project in which 
the Internet Archive’s (IA) Wayback Machine is used as the primary source 
for data collection about faculty appointments and mobility at Historically 
Black Colleges and Universities (HBCUs). This paper contributes to informa-
tion ethics discourse by providing a rich description of our data collection 
decision-making in case study form. We interrogate the ethical use of specific 
web archive data through the lens of our guiding frameworks. We expand on 
the guiding questions found in AIR’s Ethical Decision-Making recommenda-
tions (Markham and Buchanan 2012), and map these considerations for each 
stage of the project within Maemura & Ogden’s 3-dimension conceptual 
framework for research using web archives (2018). By utilizing both broad 
and niche subject area guidance and expanding on them through the combi-
nation of their recommendations, we hope to address many of the concerns 
laid out above.

2. Methods

2.1. The case

The research project this case study is based on takes advantage of modern 
information technologies, including the Internet Archive’s Wayback 
Machine, data from Academic Analytics Research Center (AARC), and the 
Web of Science to collect a large-scale, heterogenous, longitudinal data set of 
HBCU faculty appointments and mobility from 2005 onward. Data collected 
from IA include name, rank, department, college, and e-mail address as 
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identified from department-level faculty directories (Table 1). Additionally, 
we conducted a survey and interviews to contextualize and capture the 
reasons for faculty mobility. The survey aimed to reach scholars who have 
been associated with an HBCU from 2020 onward and yielded 361 valid 
responses from former or current HBCU faculty members. Follow-up inter-
views were conducted with respondents who indicated their willingness to 
participate in further discussions.

This project examines the effect of academic mobility on the productivity, 
impact, and career paths of professors employed at HBCUs, as well as what 
institutional factors impact faculty attrition and retention. The emphasis on 
the mobility of HBCU professors aims to focus analysis on concerns sur-
rounding “brain drain” of talented individuals to predominantly White 
institutions (PWIs) (Seymore 2005). Despite the impact social mobility and 
civil rights movements have had on academic mobility (Sugimoto et al. 2017; 
Van Noorden 2012), there is little contemporary research on academic 
mobility at HBCUs. Results from this large-scale, longitudinal analysis will 
provide important evidence regarding the career paths of professors moving 
to and from HBCUs.

Here, we present the guiding frameworks used to make sound ethical 
decisions during the phase of data collection from IA. Ethical decisions 
made during interviews and surveys are not discussed here as these data 
are not linked directly to the manually collected faculty information found in 
the Internet Archive. Decisions in those steps were guided by appropriate 
frameworks and contemporary ethical discourse for each methodology.

2.2. Guiding frameworks

We use existing frameworks to help guide the ethical discussion in this 
paper. The longitudinal nature of this project, in combination with the 
use of multiple sources of job history data, brings a few ethical considera-
tions to the forefront, in particular, the use of the IA as our primary data 
source for the collection of faculty information. During the data collection 
portion of this work, we frame our ethical decision-making with 
a conceptual understanding of the immense efforts taken by 
a researcher to begin using web archives for research (Ogden and 

Table 1. Sample data collection worksheet. Names and emails have been anonymized to 
maintain the privacy of individuals.

Year
Home 

capture URI
Faculty 

page URI
School or 

college name
Department 

name
Faculty 
name

Faculty 
rank Faculty email

2020 web archive 
link

web 
archive link

School of 
Business

Accounting Fred 
Harris

Professor fred. 
harris@howard. 
edu
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Maemura 2021) and guided by a series of foundational considerations for 
conducting Internet-based research using AIR’s decision-making gui-
dance. Ogden & Maemura’s three dimensions for researching using web 
archives include the often iterative acts of orienting, auditing, and con-
structing, all of which they claim are necessary for a researcher to have 
a comprehensive understanding of the scope of the archive in which they 
are working given its nature and complexity. The overall goal of their 
framework and analysis was to highlight the procedural and epistemolo-
gical entanglements researchers contend with when developing research 
methods for digital and archival sources. In contrast, Markham and 
Buchanan’s (2012) Ethical Decision-Making and Internet Research: 
Recommendations from the AoIR Ethics Working Committee (Version 
2.0) addresses more generalized concerns surrounding Internet research. 
This document sets the stage for ethical decision-making by presenting 
relevant questions about data use in each respective linear stage of 
research.

For our analysis, we broadly categorized these high-level questions into the 
following five larger ethical considerations: 1) legalities; 2) privacy; 3) study 
population; 4) data considerations; and 5) dissemination. Throughout the 
following case discussion, additional questions that we deliberated as part of 
the HBCU faculty mobility project are adapted into translatable considera-
tions that may serve as web-archive-specific addendums to AIR’s decision- 
making guidance (refer to Table 2).

Table 2. Crosswalk between the three dimensions of web archive research and AIR recom-
mended guiding questions categorized into 5 larger ethical considerations. Included in the table 
are integrated and expanded considerations suggested specifically for web archive research.

3-Dimensions Considerations AIR Decision-Making & Internet Research guiding questions [Expanded]
Orienting Venue How is the context defined and conceptualized? 

[Have you considered historical, local, international, and/or emergent 
policies, standards, and guidelines (i.e., the right to be forgotten)?]

Auditing Privacy How is the context (venue/participants/data) being accessed? 
If access to an online context is publicly available, do members/ 
participants/authors perceive the context to be public? 
What particular issues might arise around the issue of minors or 
vulnerable persons? 
What are the potential harms or risks associated with this study? 
What are potential benefits associated with this study?

[Source 
Criticism]

[Have the chosen sources been critically examined? (i.e., Brügger 2011)]

Constructing Study 
Population

Who is involved in the study? 
What is the primary object of study? 
How are we recognizing the autonomy of others and acknowledging that 
they are of equal worth to ourselves and should be treated so?

Data 
Considerations

How are data being managed, stored, and represented? 
How are texts/persons/data being studied?

Dissemination How are findings presented? 
[How will privacy be protected post-publication?]
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3. Results and decision-making

The following sections present our ethical decision-making processes 
throughout each phase of research and include discussions on the particular 
considerations for this case study. Relevant literature and possible expanded 
ethical considerations for web archives are also discussed.

3.1. Orienting

The following consideration is part of the orienting phase of research that 
involves “finding one’s position in relation to unfamiliar surroundings; 
tailoring or adapting to specified circumstances” (Ogden and Maemura 
2021). Understanding the environment of web archives is paramount to 
coordinating a research project that utilizes them. In the following, we 
explore AIR questions and recommendations related to the venue of data 
collection.

3.1.1. Venue
The AIR recommends researchers initially ask themselves, “How is the 
context defined and conceptualized?” (2012). Due to the complexities of 
web archives, we determined the context of the IA’s venue through 
detailed consideration of legalities. Legalities can refer to regional, 
national, institutional, and platform-level policies, rules, and regulations 
regarding the collection and use of data and are essential for researchers 
to familiarize themselves with before starting an Internet-based research 
project (Cilliers and Viljoen 2020). During this phase of research, we 
consulted a variety of regulatory documents to ethically assess the use 
of the Internet Archive as our primary source of HBCU faculty data. 
Because personal information is included in our data, we had to make 
sure it was appropriate for use in the first place and orient ourselves to 
possible obstacles that regulatory policies might cause in later stages of 
research. The documents included the Internet Archive’s Terms of Use, 
Privacy Policy, and Copyright Policy (Mondada 2014), crawler policies of 
HBCU websites, institutional disclosure requirements in the Higher 
Education Act of 1965 (NPEC 2009), and guidance from the 
Association of Internet Researchers (AIR) for the provision of faculty 
and staff data (King 2023). The Internet Archive’s Terms of Use, 
Privacy Policy, and Copyright Policy (2014) clearly outline that research-
ers hold sole responsibility for appropriate data collection and handling, 
cementing the need to consult multiple regulatory documents. In consult-
ing these documents, we learned about several key factors that support 
our use case. First, academic institutions in the United States are required 
to disclose certain information to students (current and prospective) and 
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the public. Under the HEA §485 Academic Programs disclosure require-
ment, universities must publish faculty information such as name, rank, 
and department (NPEC 2009). Additionally, the AIR published guidance 
on institutional data sharing and classified directory listings as “public” 
requiring the lowest levels of governance and stating they are purposefully 
made public (King 2023). Finally, in an audit conducted by the research 
team, it was concluded that it was typical for university websites to allow 
crawlers to collect data, which serves as the primary accession technique 
for web archives.

These documents helped orient us to what standards and accepted 
practices already exist and provided us with the necessary confidence to 
move forward with data collection. However, we are limited to legalities 
on the live web since guidance for historical data collection about 
people is scarce. Crossen-White (2015) begins to address this by calling 
the protection of the “personal reputations of individuals from the past” 
part of a researcher’s duty of care. Web archives and modern Internet 
technology have given us the ability to resurface information about 
individuals who may have otherwise been forgotten. In doing so, 
a researcher must approach historical data collection and analysis 
about these individuals that is reflexive of original contexts and safe-
guards autonomy of the persons involved. This idea is a central tenant 
that appears in policies outside of the US context such as the EU’s 
General Data Protection Regulation’s (GDPR) right to erasure or “right 
to be forgotten.” Further, certain documents or regulatory bodies like 
institutional ethics committees may require different and sometimes 
contradictory ethical procedures for handling different types of data, 
adding breadth to the considerations researchers must utilize to orient 
themselves to a research question. As part of our approach, we utilize 
both quantitative and qualitative data collection in this project to build 
relationships with study participants and enhance our responsible deci-
sion-making. From our experience, we suggest additional considerations 
for Internet-based research, which may include historical policies, inter-
national standards, specific institutional ethics board advice, and con-
textual information about data ethics and standards at the time of 
capture in a web archive. Additionally, because preferences around 
personal protections like privacy are constantly evolving, we add that 
considering emergent standards and best practices would benefit 
researchers’ decision-making.

3.2. Auditing

The auditing phase is described as “inspecting, reviewing or assessing system-
atically; seeing the collection in the round, understanding boundaries” 
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(Ogden and Maemura 2021). In this stage, we assess the various idiosyncra-
sies that exist in the data, documents, platform, and live web sources. We 
utilize the recommendations from AIR related to privacy and source criti-
cism to guide decisions.

3.2.1. Privacy expectations
Once the Internet Archive was determined to be a valid source for data 
collection, we needed to examine the archival documents we intended to use 
not only for data completeness and accuracy, but for possible privacy issues 
as well. The AIR decision-making document poses four privacy-related 
questions to internet researchers for consideration (Markham and 
Buchanan’s 2012):

● How is the context (venue/participants/data) being accessed – espe-
cially when considering the perceived context of public vs. private?

● What particular issues might arise around the issue of minors or 
vulnerable persons?

● What are the harms or risks associated with the study?
● What are the potential benefits associated with this study?

Understanding the data privacy and terms of use policies addressed in the 
auditing phase helped us to begin evaluating the context of the venue being 
accessed, which further informed the context of the data we collected. In 
addressing the first question, we determined that as evident from the policies 
discussed above, not only was it reasonable for faculty to be observed on 
institutional websites, but their information is published on those websites 
for the express reason of being discoverable by prospective students and the 
public. We also agreed that both platforms we collected the data from, the 
Internet Archive and university websites, were generally understood to be 
public-facing platforms. Our determination here is grounded in 
Nissenbaum’s contextual approach to privacy online (Nissenbaum 2011). 
This approach serves as a general rule of thumb when determining 
a website’s location on the spectrum of private to public (Kelly, Nelson, 
and Weigle 2018). Nissenbaum suggests that researchers take into account 
the privacy norms of an equivalent physical space paying special attention to 
how the Internet may mediate interactions. With this in mind, universities 
and archives are placed closer to the public side of the spectrum.

The second two questions were of particular interest to us. Our study 
includes data about HBCU faculty. Because faculty demographics at 
HBCUs are more diverse than at PWIs (Gasman 2021), there may be 
a variety of intersectional groups that require particular attention to priv-
acy. Because of this, our study participants could be classified as 
a vulnerable niche community. Additionally, the subject matter is primarily 
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PII collected over multiple years. Faculty members may recognize their 
information as publicly accessible during employment at one university, 
but may not necessarily predict that their historical employment data could 
be collected and interrogated. Despite this, archiving such data may indeed 
be essential to preserving and understanding of marginalized communities 
(Baker 2011). Through examining the archive, we may come to identify 
larger trends in the social factors affecting these communities and produce 
more effective interventions. However, when studying specific demo-
graphic profiles or communities with strong identity ties using descriptive 
or predictive analysis, there is a great risk of creating stereotypes that may 
result in overly simplistic representations of a population in a research 
study (Edwards and Edwards 2016). Just because an analysis can be done 
with available historical data, does not then necessitate that it should be 
done (Lin et al. 2020). Researchers should take note when any recognizable 
demographic pattern is exposed and avoid opening up communities to 
exploitation.

The positionality of our project is rooted in advocacy for HBCUs. We 
recognize the social and cultural significance of HBCUs as historical 
institutions dedicated to the education and enrichment of Black students 
(Gasman 2013). Thus, we hoped to address some concerns about privacy 
expectations and risks by utilizing both quantitative and qualitative data 
in our analysis in addition to traditional data anonymization techniques. 
This allows us to balance potential biases a researcher may introduce 
into their analysis with contextual anecdata that characterize the lived 
experience of the study population and generally enhances responsible 
decision-making (Crossen-White 2015). In this auditing phase, we iden-
tified which aspects of the data presented risks to the study population 
and consciously developed research protocols and strategies to mitigate 
said risks.

Finally, the AIR recommendations advise researchers to consider the 
benefits of their study. In particular, the decision-making document further 
asks who specifically benefits from the study and whether potential benefits 
outweigh potential risks (Markham and Buchanan’s 2012). In our case, our 
work could help positively influence the future of HBCUs, including cur-
rent and future faculty that make up a portion of our study participants. 
Making data available could help administrators, policy-makers, and other 
actors produce better data-backed decisions regarding HBCUs. However, 
because these benefits are not guaranteed, we cannot conclude that they 
outweigh the privacy needs of individuals. While privacy does not always 
have to outweigh all other social values (Baker 2011), the anonymization of 
data can be determined by its purpose. Our efforts are aimed at maintain-
ing a balance of privacy for individuals while still sharing impactful and 
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actionable insights. Specific details on our anonymization techniques are 
discussed later (3.3.2. Data Considerations).

3.2.2. Source criticism
While not part of the original framework, the addition of Source Criticism 
and ethical questions surrounding the completeness and accuracy of data 
from web archives would benefit scholars utilizing frameworks like the AIR 
recommendations for similar research projects. We argue that source criti-
cism is an essential part of the auditing phase – it ensures researchers take 
into account the infrastructural nature of web archives when developing data 
collection guidelines and protocols. The number of archival captures or 
records a web archive holds for a particular URI over time, in addition to 
the quality, completeness, and accuracy of different captures, can vary widely 
for many technical and sociopolitical reasons (for further reading see 
Maemura 2023). For instance the coverage of archival captures across 35 
HBCU homepages had an average of 5,322 per institution, whereas PWIs like 
Drexel University and the University of Tennessee, Knoxville have well over 
10,000 archival captures (Zarrillo et al. 2022). Further, some archival captures 
may differ substantially from what was present on the live web at the time of 
accession to the archive (Brügger 2011). Because our study’s data require-
ments meant annual faculty information was needed from department-level 
pages, we had to determine specific criteria when selecting which archival 
capture to ultimately collect data from and ensure our data set was as 
complete and accurate as possible.

Brügger (2011) defines a set of rules for critically examining web archive 
sources that are utilized throughout the data collection process. Rule one says 
that the least deficient version is deemed closest to the original (deficiencies 
being elements which are lost during the process of archiving a live web 
source). In identifying institutional pages with faculty information at IA, 
many captures had missing and incomplete information. Foraging for the 
least deficient pages within our set criteria was integrated into the data 
collection process. Brügger’s (2011) second rule says that comparing versions 
of an archived page by proximity in time and space is an effective way to 
increase the accuracy of data. One criterion for selecting captures for our 
study was the specific timeframe in which the capture occurred each year. 
Our study uses data collected from IA captures within a given monthly time 
frame within a collection year. Rule three considers the speed at which 
information may change on a live webpage and how that differs from 
changes in web archive captures. Faculty appointments, attrition, and reten-
tion rates are inconsistent from university to university. Additionally, there is 
no guarantee that the administrators responsible for updating faculty listings 
are accurately or consistently performing these updates, even if an archival 
capture can be determined identical to the historical live web’s version. This 
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increases the chances that we miss essential mobility data through our chosen 
collection method. Given that new job postings become available by late 
ummer (Bohn 2022), we limited our time frame to captures from October to 
December. By collecting data from captures during the typical fall term at 
U.S. universities, and before the end of the typical calendar year, we hope to 
capture the maximum amount of faculty turnover as possible. The remaining 
rules suggest critical analysis based on the types of texts, the genre character-
istics of the live web source, and taking into account web characteristics that 
were typical of the period under examination. During faculty data collection 
we assessed the types of faculty listings available each year and maintained 
consistency within each university. In collecting a large period’s worth of 
data, we witnessed how academic webpages, university infrastructure, and 
information sharing have changed over time. For example, some universities 
approach faculty listings using individual profile pages, whereas others create 
central directories. Sometimes universities interchange these methods, or 
even utilize both. Critical examination of these factors reveals the “texture” 
of the archive: what, how, and why documents are included, what is missing, 
and what are the inconsistencies (Hegarty 2022). Revealing this texture helps 
uncover bias within web archive content that may inadvertently affect 
insights.

Addressing these areas of source criticism provided confidence in the data 
collected from IA and allowed us to identify artifacts in the data that may 
have otherwise been hidden or ignored. For these reasons, we have expanded 
Table 2 to include this step, as it is an imperative consideration when 
conducting research using web archives.

3.3. Construction

Ogden and Maemura describe the construction phase as “building or making 
something, to form an idea or theory by bringing together conceptual 
elements” (2021). In our case, construction included the development of 
a data collection protocol, and other data management checks and balances 
while navigating the Internet Archive.

3.3.1. Study population
The first requirement in the constructing phase was to take into considera-
tion different aspects of the project’s study population. Specifically, the AIR 
document asks who is involved in the study, what is the primary object of 
study, and how we recognize the autonomy of others and acknowledge that 
they are of equal worth to ourselves and should be treated so (Markham and 
Buchanan’s 2012). As discussed earlier, the participants of the study are those 
whose data was manually collected. This population is defined as faculty 
members employed at 11 HBCUs with appointments in the years of 2012 to 
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2021. Table 1 provides an anonymized example of the information collected 
in this phase. Ethical considerations around study population recruitment, 
selection, and provision of informed consent have received a lot of attention 
in internet research literature. Conducting research with an ethic of care 
requires not only responsible decision-making but responsible action (Cowan 
and Rault 2018). In academic research, even with careful decision-making 
there still exists an inherent power imbalance between the researcher and the 
study population. Cowan & Rault describe researchers themselves as 
a primary privacy issue because it is impossible to fully mitigate potential 
harm once a group of people is chosen for a study and opened up to 
academic scrutiny (2018). One major method of reducing harm involves 
the study population directly by acquiring their express consent to collect 
and use data about the individual for research purposes.

Informed consent is a common struggle for internet researchers. For our 
project, there are several reasons already discussed that led to the decision 
not to proceed with acquiring informed consent from the individuals 
included in our manually collected data from IA. First, our chosen study 
population for mobility analysis is made up of longitudinal affiliation data of 
faculty members found on a web archive. It is important to note that these 
faculty members are collected from a small subset of doctoral and master’s 
degree-granting HBCUs with higher levels of research intensity. This limita-
tion influences the inferences we draw from the analysis. By excluding non- 
research-intensive HBCUs, our analysis favors institutions with more access 
to resources within an environment where resources are already limited. 
Despite this limitation, the number of individual faculty members that 
would be required to contact would have been unmanageable for the team.

The methods in this study are subject to the practical limitations of 
acquiring informed consent, yet we still wanted to ensure the data in our 
project would not open the population to undue attention while at the 
same time maintaining our participants’ sense of autonomy. We utilized 
a concept called the “distance principle” to scrutinize the type of data 
collected about the individual and their likely expectation of privacy 
about that specific data with respect to the source. In an ethics case 
study, Lomberg explains the “distance principle” as “the conceptual or 
experiential distance between the object of research and the person who 
produced it” (Lomborg 2013). For example, collecting social network data 
can facilitate a vivid picture of an individual’s personal and behavioral 
patterns without knowing specific identifiers. This type of rich descriptive 
data risks reidentification of research participants if anonymity is not 
handled effectively. In Lomberg’s case study, the data studied were personal 
artifacts like tweets, blog posts, etc., which creates a small distance between 
individuals and their data. Ultimately, because of this and the fact that the 
users’ expectation of privacy was unclear in her population, informed 
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consent was pursued in this study. Because of information gathered from 
prior decisions in our project, such as the various policies consulted, we felt 
that the type of data required about our population (name, rank, e-mail, 
and department) could be sufficiently distanced from individuals’ identities 
through other data considerations. This demonstrates the usefulness of the 
distance principle in ethical decision-making regarding data and the study 
participants from which said data is sourced.

3.3.2. Data considerations
After deciding to proceed with data collection, we had to consider the ethical 
questions surrounding how it was to be managed, stored, represented, and 
studied (refer to Data Considerations in Table 2). Early on in the project, we 
began managing our data by using an aggregator to holistically collect 
historical URLs of HBCU homepages and department pages to form the 
foundation of a crawler for the Internet Archive. The intention was for this 
crawler to identify the data we required on each page it was fed to prioritize 
the speed of collection. This method resulted in a variety of blockers inherent 
to the infrastructure of the Internet Archive, such as evolving department- 
level pages over time and the inconsistency of longitudinal archive captures 
(Kelly et al. 2022). While we did not proceed with the crawl in favor of 
manual collection methods, the development stages were crucial in the teams 
orienting to the intricacies of the Internet Archive and constructing the best 
process to collect and analyze the data it contains. The decision to manually 
collect data was not solely derived from practicality. Manual collection has 
ethical implications insofar as the labor associated may hinder replication 
efforts, which may be argued to slow the progression of science, but also may 
act as a disincentive for bad actors to find and use individuals’ data. Our 
finalized manual data collection protocol largely considers the rules devel-
oped by Brügger (2011) when conducting in-the-moment source criticism of 
various department-level pages on IA. By carefully following the protocol, 
our team of research assistants carried out the data collection of professor 
affiliation data from 2012 to 2021 for 11 doctoral-level HBCUs on the 
Internet Archive.

The data storage for our project is facilitated through our affiliated institu-
tions. PIs from each institution are working with their respective information 
communications and technology (ICT) staff to store encrypted data and 
troubleshoot the XML-utilized databases and created datasets. The distribu-
tion of data storage for each phase of our research adds an additional layer of 
protection from data privacy risks. We intend to study the data to identify 
mobility patterns. In this case, anonymization and aggregation of individuals’ 
data does not skew the ultimate goal, as visualizing the to-and-from move-
ment between HBCUs and other institutions does not require the depart-
ment-level or individual-level data.
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3.3.3. Dissemination
The final consideration relates to the dissemination of data and how findings 
are presented. NSF funding policies require open access to publications and 
research data. Before beginning the data collection for this study, the PIs 
created a data management plan that listed key deliverables: (1) master lists 
of professors at the HBCUs; (2) classified professors in four categories (non- 
mobile, mobile within HBCUs, HBCU to non-HBCU, non-HBCU to 
HBCU); (3) aggregated domain-level yearly publication and citation numbers 
for each HBCU; and (4) anonymized researcher-level publication and cita-
tion data. Data anonymization is often an integral part of ethically conduct-
ing research that involves personal data (Carusi and Jirotka 2009). In line 
with best practice, our data will be anonymized using unique identifiers for 
names, institutions, and departments. The e-mail addresses we originally 
collected will not be included in the final dataset of the project. Since the 
start of data collection, we have since determined the best way of moving 
forward would be to deposit anonymized data to NSF repositories while 
storing raw researcher data and identification keys through institutional 
ICTs. These keys can then be made available to peer scholars for reproduci-
bility via an approval process conducted by the original team. As of this 
writing, the larger project is not yet closed, therefore datasets are not 
currently available.

In conducting internet research using web archives, we suggest adding 
a consideration for the protection of privacy in the post-publication stages of 
a research project. We remain uncertain how exactly the data in our study 
will be used in the future and by whom. We know that guidelines are slow to 
develop and new technologies develop fast; so researchers are often paving 
their own way through ethical decision-making (Carusi and Jirotka 2009). 
Part of this project’s dissemination plan is the development of an open access 
dashboard of mobility patterns. This dashboard will be limited to anon-
ymized and aggregated data to reduce possible re-identification and other 
privacy risks, especially as we intend to update the live dashboard annually 
for three years after the project’s close. Possible versions of the dashboard 
with the ability to drill down into more detailed views of the overall mobility 
patterns may be made accessible to individuals based on certain criteria 
determined by the team.

Finally, another researcher-led intervention called “un-Googling” could 
be explored as presented by Shklovski and Vertesi (2013). In addition to 
expanding traditional anonymization techniques to include data like places 
and environmental contexts, this technique involves carefully choosing 
keywords to enhance discoverability in certain communities and reduce it 
in others. With this in mind, keywords were selected for this paper that 
were broad enough to reduce the introduction of bias in search results, but 
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relevant enough to certain fields of research that discoverability is not 
hindered.

4. Conclusion

The case study described here uses the Internet Archive’s Wayback Machine to 
collect personally identifiable information about past and present faculty mem-
bers at Historically Black Colleges and Universities to study academic mobility 
patterns. Longitudinal affiliation data is then contextualized with interview and 
survey data to examine the experiences of faculty at HBCUs and the factors that 
lead to retention or “brain drain” from these institutions. The dynamic creation, 
maintenance, and infrastructure of web archives and the ease with which users 
can access them opens analysis up to a significant number of ethical obstacles. 
There is not a wealth of guidance on using web archives as a source of people 
data. By utilizing a conceptual framework developed by Ogden and Maemura 
(2021) in tandem with the AIR Ethical Decision-Making and Internet Research 
recommendations from Markham and Buchanan (Markham and Buchanan’s 
2012) in our ethical considerations, we pursued our best effort to navigate data 
collection from the Internet Archive ethically.

4.1. Future work and FAIR data principles

One important consideration for the larger project not discussed at length 
here is to verify that our data collection and management procedures align 
with and support FAIR (Findable, Accessible, Interoperable, Reusable) data 
principles (Wilkinson et al. 2016). Ensuring all of our data is FAIR is an 
important overall process for ethical research writ large as it encourages 
research communities to build trustworthy, sustainable, and open data shar-
ing infrastructures (Rauch et al. 2022).

The main goal of FAIR principles is to make data more easily reusable 
while retaining ethical safeguards. Appropriate management of Internet 
Archive data is complicated by the dynamic facets of this work as previously 
discussed. Making data “Findable” refers to the availability and transparency 
of the dataset. Data and metadata should be richly described, indexed in 
a searchable resource, and have global and persistent unique identifiers 
(FAIR Principles n.d.). Our intended anonymization and data deposit proce-
dure should facilitate the findability of project data; however findable data 
must also be “Accessible.” For our data to be accessible our data management 
plan does not include any third party or commercial software required to 
access the deposited data. The procedure is simple, open, and free, but will 
require access authorization from a team member to ensure the intention of 
data reuse does not contradict the ethical considerations determined through 
the collection process (refer to earlier section 3.3.3. Dissemination).
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The third principle requires data to be “Interoperable,” meaning it is able to 
be integrated, understood, and processed by both humans and machines for 
broad applications (FAIR Principles). Effectively, this principle advises research-
ers to avoid data language or metadata terminology that is inaccessible or non- 
standardized without properly shared specifications. The data in our deposited 
set will be easily interoperable and will provide sufficient documentation for 
such use if required. Finally, the FAIR principles state that data should be 
“Reusable.” Guidance defines reuse requirements like rich metadata descrip-
tions including provenance, alignment with local or community data standards, 
and clear usage rights. These requirements allow others to become intimately 
familiar with the data for further interrogation. FAIR principles are founda-
tional considerations throughout the course of a research project, not just 
during data collection and dissemination. By doing so, we maximize the 
potential impact and return on investment of our work.

In situating our data collection approach within multiple frameworks, we also 
help to bridge them by expanding on AIR’s recommendations and offering 
addendums specific to internet research that takes place on web archives. 
Underscoring our data collection work by aligning our project with FAIR prin-
ciples will aid in future research or policy implementations of our findings. We 
hope this case study will be of use to future web archive researchers and extend the 
discourse on practical uses of internet research ethics across the research lifecycle.
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